Building an IPTV VoD Recommender System: An Experience Report
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Abstract—Internet Protocol Television (IPTV) is an increasingly popular multimedia service which is used to deliver television, video, audio and other interactive content over proprietary IP-based networks. Video on Demand (VoD) is one of the most popular IPTV services, and is very important for IPTV providers since it represents the second most important revenue stream after monthly subscriptions. In addition to high-quality VoD content, profitable VoD service provisioning requires an enhanced content accessibility to greatly improve end-user experience. Moreover, it is imperative to offer innovative features to attract new customers and retain existing ones. To achieve this goal, IPTV systems typically employ VoD recommendation engines to offer personalized lists of VoD items that are potentially interesting to a user from a large amount of available titles. In practice, a good recommendation engine does not offer popular and well-known titles; rather, it is able to identify interesting items among less popular items which would otherwise be hard to find. In this paper we report our experience in building a VoD recommendation system. The presented evaluation shows that our recommendation system is able to recommend less popular items while operating under a high load of end-user requests.
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I. INTRODUCTION

Internet Protocol Television (IPTV) is a system used for television services delivery over Internet protocols such as IP (Internet Protocol), UDP (User Datagram Protocol), RTP (Real-time Transport Protocol), etc. Typical television services comprise live TV, video on demand (VoD) and time-shifted TV. Data transferred via IPTV is prioritized in telecom operator’s core network which guarantees quality of service (QoS) and quality of experience (QoE) differentiating IPTV from other Internet television services. Moreover, it enables interactivity which is not offered by traditional television.

Finding an interesting VoD item from a list of typically more than a couple of thousand titles while using a typical set-top box remote controller is quite a challenging task, especially since today's users are mostly used to touchscreen devices and/or computer peripherals such as mice and keyboards. Of course, IPTV providers can always spend more money to create better user interfaces, to improve categorization of VoD content or to expand search capabilities. Nevertheless, despite these enhancements, the process of finding interesting titles will stay quite slow due to the nature of the remote controller and regardless of the quality and intuitiveness of end-user interfaces. On the other hand, recommender systems offer a much better experience in finding interesting items by offering a simple end-user interface. For each IPTV user, such an interface shows a personalized list of recommended VoD items from which the user can pick an interesting item easily, and even with a bulky remote controller, which is usually a single available input device for IPTV users. Therefore, offering recommendations to users speeds up the process of finding interesting items and makes it more intuitive compared to alternative solutions.

However, generating a list of interesting items for each user, i.e. recommendations, is a technically complex task. Although there are different recommendation engines available on the market (e.g. Apache Mahout [22], MultiLens [21] and MyMediaLite [23]), neither one is all purpose due to the fact that each one has to be fine-tuned to existing data and/or specific application requirements. From a high level view, recommendation engines either predict whether a particular user will be interested in a particular item or identify a set of items that will be of interest to a certain user. To accomplish this task, recommender engines take users’ interests as input and generate personalized lists of recommended items as output. Depending on the application, users’ interest can be obtained from various internal data sources, e.g. purchase history and explicit user grades given to previously seen items, and also from different external sources, such as social and demographic data sources, etc.

Alongside recommendation calculation, a typical recommendation service also needs to process all incoming client requests for recommendations from users’ devices known as set-top boxes. If the service is unable to process all such requests, this will completely degrade end-user experience, which is not tolerable. Usually, when the frequency of incoming request is high, pre-calculated recommendations have to be stored in main memory, and cached if possible, to keep up with the incoming traffic.

Our main contributions can be summarized as follows:

• We report the architecture and main design choices of our VoD recommender system which is tailored to
ensure high-availability and responsiveness while serving user requests with personal recommendations;
• We present our item-based recommendation algorithm which combines content-based and collaborative approaches; and
• We provide an analysis of our recommender system performance for the period of six month of operation to investigate the set of VoD items which are recommended and rented by users. Our goal is to push up the sale of less-popular items, since they represent potentially increased income for a service provider.

The paper is organized as follows. Section II presents the architecture of our recommendation system. In Section III we give a brief overview of recommendation algorithms and explain specifics of the algorithm we use in our implementation. Section IV presents an evaluation of our recommendation system during its operational period of initial 6 months. In Section V we survey related work in the field. Section VI concludes the paper and gives some ideas for future work.

II. ARCHITECTURE OF THE IPTV RECOMMENDER SYSTEM

The main architectural elements of an IPTV system are the head end and middleware. The former is responsible for receiving, digitalizing and encoding live TV signals to IP packets. The latter is the core of an IPTV system that manages user data, content metadata and all IPTV components such as DHCP (Dynamic Host Configuration Protocol), digital rights management and monitoring systems. Besides managing IPTV subsystems, the middleware is responsible for user interactivity and for answering user requests via a graphical user interface. VoD and time-shifted TV can be either part of the middleware or a separate architectural element that consists of data storage devices. Besides the head-end and middleware, there are systems responsible for day-to-day system operations (such as user provisioning and billing) collectively called the operational system support (OSS) and business system support (BSS). A communication endpoint is a set-top box, a customer premises equipment used to receive and decode content from IPTV systems and display it on user’s TV.

The architecture of our IPTV recommender system is depicted in Fig. 1. It consists of the three main components:
1. data processing component,
2. data serving component and
3. recommender database.

The data processing component calculates personal recommendations for all VoD service users based on the input data read from the recommender database. These recommendations serve as input for the data serving component whose main task is to generate answers to incoming requests for recommendations from users’ set-top boxes. These two components perform completely different types of processing. The data processing component periodically processes data from the database in a batch mode, while the data serving component does the real-time processing of incoming requests to assure uninterrupted performance with low response times. Since recommendation calculation is a processing-intensive task, these two components are separated (on two different servers) to be able to process all incoming requests during peak hours (i.e. highest VoD item rental frequency), similarly to the architecture proposed in [4]. With such a separation, our recommendation system is able to serve all incoming requests without additional unnecessary delays.

The data processing component is responsible for batch processing of large amount of user and VoD item data. It consists of the pre-processing and recommender components. The pre-processing component gathers input data about VoD items and user viewing history (i.e. transactions) to create VoD item profiles and user profiles, which are stored in the

![Fig. 1. IPTV Recommender System Architecture](image-url)
recommendations. Note that the service offers a generic non-viewing history can be used for calculation of personalized item grade, and enables a user to grant approval that his/her sets a grade given by a user to a VoD item, gets an average number of methods which are invoked by user set-top boxes, (e.g. adult content) from the list of VoD items that can be recommended to users as well as from viewing history. Second, it creates VoD item profiles, containing data about VoD items which is useful for recommendation, and user profiles. The recommender component implements content and collaborative recommendation algorithms [5] that are used for calculating VoD item utility function which tries to predict user interest in a particular item. These algorithms are explained in more detail in Section III. The data processing component produces the following four different data structures, which are stored in the recommender database:

- **Generic recommendations**: a list that contains \( k \) most popular VoD items.
- **Personal recommendations**: a matrix (number of users by \( k \)) in which each row represents the \( k \) highest ranked (by prediction) recommendations for a user.
- **VoD similarities**: a matrix (number of VoD items by \( k_p \)) in which each row represents the \( k \), most similar VoD items to a VoD item.
- **Average VoD grades**: a map that contains average user grades given to each VoD item.

Data processing component periodically calculates these data structures and stores them in the recommender database. Based on user transaction analysis, off-peak period can be observed around 5 a.m., as shown in Fig. 2. Hence, this period is chosen for the regular daily update of data structures between the data processing and serving components.

In order to offer short response times and to serve all incoming user requests in real-time, the data serving component loads these data structures from the recommender database into its memory. This allows an almost instant reply to each incoming request which is a necessity for the required responsiveness of set-top box user interface and related end-user experience. The data serving component consists of three sub-components: the recommendation loader, web service and usage statistics logger.

The recommendation loader periodically retrieves required data structures from the recommendation database. It is also filters and re-ranks VoD items according to defined business rules. This component is also able to recognize items that were recommended too many times to a single user, but not found interesting, or to remove items that still exist in the recommendations, but were consumed by a user in the meantime.

The web service component represents the main interface that connects our recommendation system with the rest of the IPTV system and implements a web service interface which is defined in the corresponding WSDL (Web Services Description Language) file. The web service implements a number of methods which are invoked by user set-top boxes, e.g. it retrieves a list of recommend VoD items for each user, sets a grade given by a user to a VoD item, gets an average item grade, and enables a user to grant approval that his/her viewing history can be used for calculation of personalized recommendations. Note that the service offers a generic non-personalized list of recommendations to users without consent for recommendation.

The statistic logger measures the quality of given recommendations. It records user requests for recommendations and matches them with rental transaction log, and thus identifies movies that were selected as a result of a given recommendation.

Our recommender system also features a web application for the administrating personnel. This application runs on the same server as the processing component and thus does not represent an overhead for the data serving component. This application is used for:

- Fine-tuning of recommender algorithms,
- Defining various business rules items,
- Modifying generic recommendations,
- Searching the recommender database and showing its content,
- Triggering manual update actions and
- Running various tests on the recommender.

Finally, all components of our recommendation system are implemented in Java EE. To run them, we use two Glassfish 3 [30] instances on two separate machines. As a database server we use PostgreSQL [31] which also runs on a separate machine. All the necessary communication with the database is accomplished through the JDBC (Java Database Connectivity) interface.

### III. ALGORITHMS BEHIND IPTV RECOMMENDER SYSTEM

#### A. Recommendation Algorithms Overview

The process of predicting whether a user will be interested in a particular item is known as recommendation calculation. In practice, different algorithms can be used for such a calculation, but the most common approaches in the literature are the following [5]: 1) collaborative, 2) content-based and 3) hybrid recommendation algorithms. Even though these algorithms produce the same result in general, i.e. the list of \( k \) recommendations for each user, the quality of given recommendations varies, depending on available input data and application of interest. Therefore, when designing a new recommender engine, it is very important to select a suitable recommendation algorithm which will produce satisfactory and interesting recommendations to users.

The traditional collaborative filtering represents users as vectors in the space of size \( m \), which is equal to the number of items in the database. According to whether a user has watched, graded, or not seen an item, the value of the corresponding user vector component is either one, normalized grade or zero, multiplied by the inverse frequency of the item occurrence in previous transactions or grades (of all users). By normalizing given grades we get negative values for poorly graded items, and thus avoid them in future recommendations. The multiplication with the inverse item frequency allows retrieving of interesting items among the less popular by increasing the scores of less popular items at the expense of the
scores of popular items. In the first step, this algorithm calculates user vectors and uses them as input into the next step in which the algorithm finds similar users by multiplying user vectors and getting their cosine similarity. In the last step, the algorithm for each user picks the $s$ most similar other users, and calculates the scores of his/her non-seen items according to their popularity and grades given by the similar users. The bad side of this algorithm is its large time complexity, e.g. the process of finding similar users requires $s^m$ vector multiplications, where vector length is equal to $m$. This algorithm thus has severe performance and scaling issues [1].

The item-based collaborative filtering takes a completely different approach to collaborative filtering than the traditional algorithms. To avoid their complexity issues, item-based algorithms calculate a so-called model matrix of size $m$ by $m$, whose entries are similarities among the items. These similarities are calculated by an arbitrary metric, e.g. counting the number of users who have seen the same pair of items. Contrary to traditional algorithms, item-based algorithms have to consider each user just once during the process of counting, and when this happens, they need to increase the count values for each item pair among the items that this user has seen. When the counting process is finished, the model matrix always has to be normalized to eliminate the influence of popular items. In the first step this algorithm calculates the model matrix, while in the next step it retrieves $k_i$ similar items for each of the user’s graded and seen items. In the last step, it combines those $k_i$ similar items to get the final $k_o$ recommendations. To conclude, although collaborative filtering algorithms have a similar logic, item-based algorithms have much better time complexity and thus scale better.

Clustering-based recommendation algorithms try to group similar users by clustering them according to some arbitrary similarity metric, such as the number of mutually seen or similarly rated items. Therefore, these algorithms treat the task of finding similar users as a typical classification task. To get recommendations for a user, these algorithms calculate the scores of unseen items according to their popularity and/or grades given by the users in the same cluster. These algorithms work similarly as collaborative recommendation algorithms, but perform and scale better than them [2].

Content-based algorithms calculate the similarity between items according to similarities of their content. Usually, the content of an item is transformed to a query which is then executed on other items to find similar ones. These algorithms are very sensitive to the quantity of available information about items. More available information will produce better results as the similarities would be calculated more precisely. In the first step, these algorithms calculate item similarities, to be used in the second step while retrieving $k_i$ similar items for each of the user’s graded and seen items. In the last step, these algorithms combine $k_i$ similar items to get the final $k_o$ recommendations. The problem with content-based methods is overspecialization which often results in recommending only items that are very similar to those already rated or seen by a user.

Neither of the previously mentioned algorithms is perfect due to the fact that they are not prone to the new user and/or new item problems [3]. When a new user enters the system, we cannot identify similar users since we do not have any information about this user. Additionally, this user has not seen nor graded any item and thus we cannot identify items which are similar to his/her previously seen or graded items. Content-based algorithms are able to start recommending new items very soon, especially if there are very similar to the popular ones. Other algorithms cannot recommend new items because such items are not yet seen nor graded. Obviously, to solve these problems and get better results we have to combine these approaches and use a hybrid recommendation algorithm.

### B. Our Recommendation Algorithm

In our recommender system we use a hybrid approach which combines item-based collaborative filtering and content-based algorithms as suggested in [4]. The inputs into our algorithm are VoD item profiles and user grades and transactions, while the outputs are data structures explained in Section II: Generic recommendations, Average VoD grades, VoD similarities and Personal recommendations. The first two data structures are calculated directly from user transactions and grades. To get the latter two data structures we first need to calculate three model matrices of size $m$ by $m$ which represent different similarities of VoD items:

- **Transaction-based model matrix** – contains similarities of items according to users’ transactions,
- **Grade-based model matrix** – contains similarities of items according to users’ grades and
- **Content-based model matrix** – contains similarities of items according to the items’ content.

To calculate the similarity of any two VoD items in the grade-based model matrix we first identify all users which have graded both of these items. For each such user we then calculate the product of normalized grades of the two items. We normalize grades to get negative values for poorly graded, and positive for the well graded items. Finally, we sum all such products to calculate similarities between pairs of items.

The transaction-based model matrix is calculated by counting all users who have seen the same pair of VoD items. This way, any two items are similar to each other if the same group of users seen both of them. During matrix calculation we ignore all item pairs which are graded because the grade-based model matrix is more important for recommendation than the transaction-based model matrix.

The similarities of VoD items in the content-based model matrix are calculated by comparing VoD item profiles which contain both structured information (e.g. category, genre, actors, directors, scenarists, artists) and unstructured text (e.g. title, short and long synopsis). To compare the profiles we use information retrieval methods [28]. In practice we have implemented this component in Java EE using Apache Lucene [29], a text search engine library written entirely in Java. We represent VoD item profiles as vectors in a multidimensional space. As a measure of similarity between two vectors in this space we use the cosine similarity between them, i.e. the cosine of the angle between these vectors.

We first normalize each of these matrices and then produce a weighted sum of them to get the combined model matrix,
which is mentioned in Section II as VoD similarities data structure. The first two matrices need to be normalized to reduce the influence of popular items. We also normalize the third matrix to make it comparable to the first two matrices before summarizing them into the combined model matrix. Please note that we conducted a special evaluation of the recommendation quality for different matrix weights. The best results were obtained when matrix weights were in the following order: $w_g > w_t > w_c$, where $w_g$, $w_t$ and $w_c$ represent weights of the grade-based, transaction-based and content-based matrix, respectively.

Finally, we use the combined model matrix as the base for our item-based recommendation algorithm which calculates Personal recommendations as previously explained in the recommendation algorithm overview. Thus our hybrid recommendation algorithm handles new user and new item problems efficiently, while being both scalable and time-efficient.

IV. EVALUATION OF THE IPTV RECOMMENDER SYSTEM

After the initial service rollout which was completed by the end of March 2012, our recommender system has gradually attracted an increasing number of users that are requesting personal recommendations, and has reached almost 25% of VoD users by the end of December 2012. In this section we investigate and compare the set of VoD items that were rented before the recommender system release and after its release. In particular, the following figures and analysis have been produced based on two six month periods: the first one is for a six month period before March 2012, while the second one is for the period July 2012 – December 2012 when the recommender system was fully operational.

Fig. 2 shows the average number of observed transactions, i.e. VoD item rentals, per hour on different week days as a percentage of the peak value. As we can see, there are two peaks and one off-peak during the day. The first peak is in the afternoon, while the other is in the evening. The off-peak is always around 5 a.m. and thus we selected this time to do the data exchange between components of our recommendations system. We also see that the highest peak is on Saturday evening, which is not surprising at all because most people stay at home and rest during this period. Sundays and holidays are very popular during the day, but not so much in the evening.

In Fig. 3 we can see the popularity of VoD items sorted by the relative number of rentals before enabling our recommender system. As expected, this curve follows the Zipf law [24] as we see a few very popular items followed by the long tail of less popular items. By developing our recommendations system we wanted to change the shape of this curve by recommending less popular VoD items which are interesting to users, but very hard to find without the recommender.

The following two figures investigate the set of VoD items that was rented by users as a consequence of given recommendations produced by our recommendation engine. We are interested to reveal whether the titles rented through our recommender system are indeed less popular and less-known titles or not.

Fig. 5 investigates the characteristics of VoD items that were rented due to personal recommendations. First, it depicts the popularity of VoD items that were rented following a personal recommendation measured by the total number of item rentals during a six month period (regardless of the means by which a user has found an item in the VoD catalog).
Second, it depicts the number of VoD item rentals which occurred after a corresponding personal recommendation, and are thus considered as its consequence. It is visible that size of the subset of VoD items recommended and rented through the use of our recommender system is over 1000 items, while their popularity follows Zipf distribution which means that most of the items from personal recommendations are less-popular and less-known items. Furthermore, 69% of the titles rented due to personal recommendations are unpopular titles, while only 10% of the titles are popular and well-known titles. Finally, one can notice that the majority of rentals for less-known items is a direct consequence of personal recommendations, and such titles would hardly ever been rented without a recommender system.

In contrast to personal recommendations, Fig. 6 depicts the popularity of VoD items that were rented following generic recommendations. One can notice that the diversity of items is as expected limited to a small number of VoD items (10 times smaller than the previous set size). The popularity of this set of items does not follow the Zipf distribution as these are mostly popular VoD items. In particular, even 40% of the rentals are the ones attributed to extremely popular VoD items. On a positive side, one can notice that a large fraction of rentals for such popular items is a consequence of our generic recommendation.

Our recommender system is indeed stimulating users to watch unpopular and less-known titles, with a positive effect on the long-tail. It is visible in Fig. 7 which shows the popularity of rented VoD items before and after the introduction of our recommender system.

Fig. 4 shows the density of ratings dataset during the six months period July 2012 and December 2012 when the recommender system was fully operational. The dataset density is defined as the ratio between the number of ratings and the product of the number of active users and the number of active items. As we can see in the figure, our recommender had a constant growth in the number of ratings during this period which is respectable.

Finally, Fig. 8 shows the average number of observed recommendations per hour on different week days. As we can see, there are also two peaks and one off-peak during the day, similarly to observed transactions, i.e. VoD item rentals, shown in Fig. 2. We conclude that users of our recommender use it
exactly at the same time when they mostly watch VoD content. This represents an additional confirmation of usage among the users.

V. RELATED WORK

It is really difficult to enumerate all different fields in which recommender systems are applied. For example, they are used in e-commerce [6] [7] [25], for recommending music [8], movies [9] [10], scientific papers [11] etc.

GroupLens [12] was one of the first implementations of recommender systems. Unlike our hybrid technique, it uses the traditional collaborative filtering approach to calculate new recommendations. Later, the same research group developed MovieLens, a movie recommender system which is also based on the traditional collaborative filtering. In [18] the authors propose a clustering approach based on semi-supervised learning in order to increase recommendation accuracy. Based on this approach, they developed a movie recommendation system which combines both the content-based and collaborative information about movies. In [19] the authors present a hybrid recommender system that combines content-based and collaborative filtering through the training of neural network classifiers. In order to create a small and sufficient recommendation set, this system combines collaborative results with Boolean and fuzzy content aggregation. More interactive movie recommender system, named MovieGEN is presented in [20]. Basically, this is a hybrid recommendation system, which uses machine learning and cluster analysis to calculate recommendations. However, this system uses personal information of users to predict their movie preferences using well-trained support vector machine (SVM) models. Then, based on SVM predictions, it selects movies from the dataset, clusters them and generates questions to users. Finally, it uses the information collected through the answers to refine user recommendation lists.

ContentWise IPTV recommender system [5] is a commercial recommender system that generates social recommendations based on the activity of similar users, analysis of social network profiles and friend user activities. Additionally, it analyses live program information from electronic program guide (EPG) and performs a time division of recommendations in order to distinguish different users of the same set-top box. Jinni [27] is a semantic search engine and recommender for movies and TV content. While other engines only analyze standard movie information (such as a title, list of actors, genre, director, scenarist, synopsis) Jinni tries to understand the meaning from the data by analyzing additional movie information including mood, plot, time/period, place, etc. This approach allows semantic content search, and enables quick adaption to user interests.

In [14] the authors introduce contextual pre-filtering technique based on implicit user feedback which splits user profiles into several sub-profiles, called micro-profiles, each representing user in particular context. Two different context-aware techniques to movie recommendation are presented in [17]: 1) increasing the performance of traditional CF approaches by using contextual time-related factors, and 2) using machine learning techniques to identify a household user that submitted a given rating. Several other authors also proposed exploiting of temporal information in order to improve recommendation quality. For example, [13] proposes a technique for modeling temporal dynamics of customer preferences by separating transient factors from the lasting ones. An interesting location-based recommender service which also takes temporal context into account is presented in [15], while [16] presents a novel approach to collaborative recommender systems based on implicit user feedback and temporal information about user purchase time and item launch time to achieve better recommendation accuracy.

VI. CONCLUSIONS

Today’s continued trend for service personalization is demonstrated by a growing popularity of social networks [26] and interactive applications. Thus, the core IPTV services (LiveTV and VoD) need to be enriched with additional applications which increase user’s Quality of Experience and IPTV service portfolio. Additionally, mature IPTV VoD libraries have a substantial number of items, which makes it difficult for a user to choose a satisfactory title at a given time. A personalized recommender system has the potential to solve
both mentioned problems while providing a simple user interface. In addition to demands for improved and innovative applications, telecom operators put an emphasis on user data security and privacy, as well as solution robustness and scalability. Moreover, any solution being developed for a telecom operator needs to be customized in order to adapt to operator’s legacy systems and business logic. The listed requirements were taken into account when designing and implementing our recommender system for a VoD catalog to serve personalized lists of recommended titles to service users.

This paper reports our experience in building a VoD recommendation system. It presents the developed architecture and our main design choices which led to a highly-responsive and robust implementation. Furthermore, we outline our item-based hybrid recommender algorithm and present an evaluation report which shows that our recommendation system is indeed able to recommend less popular VoD titles such that it offers a diversity of titles to end-users.

Future work will be directed to introduce context into our recommendations such that, e.g., the time of the day or preferred VoD category influence the list of recommended titles. All these efforts have a goal to improve the usability of our service while having a positive effect on operator’s revenue.
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